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Abstract. The paper presents findings from a systematic literature review 
exploring the meaning of human-centered AI. The review includes 85 pa-
pers from certain disciplines and leads to a distinction of five co-existing 
perspectives: (1) a deficit-oriented, (2) a data reliability-oriented, (3) a pro-
tection-oriented, (4) a potential-oriented and (5) a political-oriented under-
standing of how to reach human centricity while using AI in the workplace. 
Each perspective gives emphasis to another core dimension for evaluating 
the level of human-centricity. This goes from compensating individual weak-
nesses with the help of AI to enhancing data reliability and protecting indi-
vidual integrity, to leveraging individual potential and guaranteeing individ-
ual control over AI. Each perspective is exemplified with a use case. 
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1.  Introduction and aim of analysis 
 

The notion of “human-centered” artificial intelligence (AI) gains high attention in cur-
rent writings. This implies that the subject (human being) and the object (technology in 
terms of AI) might unfold a new interaction intensity as collaborating partners in a work 
system (Onnasch et al. 2016; Wilson & Daugherty 2018; Muhle 2019). At least the 
discourse aims at avoiding a technology-dominated focus as it considers the comple-
mentary potential between AI and the human being (Xu 2019; Wilkens 2020). So far, 
the notion seems rather to be used as an umbrella term as there is no common ground 
or widely shared understanding of what human-centricity exactly means. Different dis-
ciplines provide a range of interpretations which tend to go in hand with their implicit 
basic beliefs in human nature and human behavior at work (see McGregor 1960) re-
spectively the potential and deficits of AI (e.g. Garcia-Magarino 2019).  

In order to develop work systems where people and AI interact and perform tasks 
together there is a need for a theoretical foundation and empirical validation of the 
criteria for the human-centricity of AI. Wilkens et al. (2019) developed a classification 
which shows how AI is related to the individual or organizational learning process. This 
follows the idea that human-centricity indicates the level of recognition of individual 
intelligence. But there are many other implicit assumptions of what human-centricity of 
AI means. As these assumptions have impact on the development and use of AI in the 
workplace this paper aims at explicating the spectrum of co-existing interpretations of 
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the human-centricity of AI. Understanding different basic beliefs is an important pre-
requisite to evaluate ongoing developments and to define criteria for a human-centered 
design of AI. The outline is based on a systematic literature review.  
 
 
2.  Methodology 
 

The methodology in use is a systematic transdisciplinary literature review aligned to 
the method from Riasanow et al. (2019) including combinations of the keywords “hu-
man-centered” or “people-centered” with “artificial intelligence” or “AI” or “machine 
learning” or similar combinations of “human” and “robotics” – both in English and Ger-
man language. The search includes journal publications, project reports, books and 
book chapters from engineering, information science, medicine, psychology, manage-
ment, philosophy, human factor studies, work science, educational science etc. As 
many disciplines elaborate on the same subject but enter the field of AI from different 
perspectives and theoretical fundaments it is important to include this high variety in 
the literature review. We consciously avoided to focus on specific journals and rankings 
as this does not correspond equally with the publication strategy of different disciplines 
and as publications of high novelty are not necessarily published in highly ranked jour-
nals. In total we explored 133 publications and selected 85 for the further course of 
analysis. The selection process followed the idea that the source – based on the in-
herent understanding of human centricity - has the potential to directly or indirectly 
contribute to future socio-technical system design. We excluded publications with a 
pure focus on IT security, privacy, technology development, philosophy and politics as 
long as they did not consider AI related to labor, workplaces or job design. 

The data evaluation of the literature review is based on a qualitative content analysis 
with an open coding process. Four authors participated in this process and developed 
a shared understanding of the different directions to be find in the selected papers. 
There was no ex-ante definition of codes; the authors’ hermeneutical interpretation 
(Prasad 2002) of papers was in the center of the data analysis. As a result five different 
basic understandings of what human-centricity means and five related dimensions 
specifying different levels of human-centered AI could be explored. As far as possible 
the identified basic understandings are also related to the disciplines where they are 
primarily represented. 
 
 
3.  Findings 
 

Many disciplines address issues of human-centered AI which means that the con-
struct itself has to be treated as a transdisciplinary field of research. Disciplines that 
came up by our search strategy are: AI development research, Anthropology, Educa-
tion Studies, Engineering and Industry Research, Human Factor Studies, Law, Logis-
tics & Transport, Management Studies especially Finance and Marketing, Medicine, 
Military Studies, Philosophy & Ethics, Psychology, Sociology, Socionics & Politics, 
Work Science.  
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The content analysis reveals five basic understandings of how to interpret the hu-
man-centricity of AI (see figure 1). Two further perspectives are from AI development. 
As these perspectives often gain high attention they are integrated on the left hand and 
right hand side of figure 1 in order to draw an overall picture. This is the understanding 
of the human being as supplier of data or the definition of the human being as perfect 
and ideal model for AI development. This means that the human being is central but 
there is no reflection on a human-centered AI itself and so far a critical reflection 
whether an AI developed after the model of a human being is human-centered or prob-
ably rather to opposite is missing. 

The five basic understandings of human-centered AI can be characterized and fur-
ther exemplified with the help of use cases in the following manner:  

(1) There is a deficit-oriented understanding of the human being where AI is con-
sidered as beneficial and helpful to compensate individual weaknesses and fail-
ure in attention, concentration, physical and mental fatigue. AI development aims 
at making the overall system more robust and failure-adverse. This perspective 
is a contemporary reinvention of Taylorism with its specific way of thinking and 
using technology in relation to the individual. A typical use case is assisted driv-
ing for train drivers or truck drivers where mental fatigue defines a risk for the 
driver him- or herself and the environment. The use of AI is for assisting the 
concentration and drivers behavior through elaborated sensor technology. The 
core dimension for human-centricity is the compensation of individual weak-
nesses with the help of AI. Different levels whether system control is always 
steered by AI or just on individual demand and whether AI can autonomously 
identify the individual demand and initiate support can be distinguished.  

(2) The data reliability-oriented understanding gives also emphasis to existing 
deficits but rather of the AI technology itself instead of the human being. The 
compensation of existing deficits goes into the direction of making AI better while 
enhancing its reliability, ease its explainability and foster the individual trust in AI 
predictions. There is also a focus on fairness as biased data might cause false 
predictions and estimations. Following this perspective optimization concen-
trated on AI development but not on changing people. The data reliability-ori-
ented understanding plays an important role e.g. in medical care. As there are 
many data available from diagnosis there is a potential to use these data for the 
identification of patterns with the help of machine learning mechanisms (ML) and 
to improve the accuracy of diagnosis. The correct classification of data plays an 
important role and requires domain specific knowledge in addition to ML exper-
tise (Dewey & Wilkens 2019). The human-centricity in the data reliability-oriented 
perspective thus can be indicated by the degree of classifying data with the help 
of domain experts and thus the interrelatedness between domains. 

(3) The protection-oriented understanding is widespread in Work Psychology 
and some parts of Engineering Studies especially when they are related to Work 
Science or Human Factor / Ergonomics. The physical and mental integrity of the 
human being is presumed as the highest value in technology development and 
treated as guideline in job design and technology development. The typical use 
case is the human computer interaction in production where the intelligent robot 
assists the human being while performing those tasks which lead to a physical 
or mental burden (Fahle et al. 2020). The human-centricity in this field depends 
on the individual autonomy to decide which tasks to be done individually and 
which automatically and the scope for continuously modifying this decision.  
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(4) The potential-oriented understanding defines an ideal way of combining arti-
ficial and individual intelligence. It gives emphasis to a so far unexploited poten-
tial of leveraging individual abilities while developing work systems with hybrid 
intelligence bringing together individual intelligence with AI in a collaborative 
manner. This is the vision for future job design in Work Science, some fields of 
Engineering with reference to Industry 4.0 but also in Medicine. There is a strong 
belief in better outcomes for individual and organizational development as well 
as task proficiency at the same time. Typical use cases are all fields where de-
cision making needs high accuracy and where the already described challenges 
of providing reliable data could be solved sufficiently. This is especially decision 
making in medical diagnosis, therapy or in business development (Dewey & 
Wilkens 2019; Ellwart et al. 2019). Human-centricity is thus an issue of unfolding 
individual intelligence. 

(5) The political-oriented understanding extends the primarily sociological dis-
course on the distribution of power among different institutions and status groups 
to the distribution of power between AI and those who use AI in the work context. 
The normative criteria in use is the clear subordination of technology under the 
individual control. The normative outline addresses all four understandings intro-
duced before, the deficit-oriented perspective, the data reliability-oriented per-
spective, the protection-oriented perspective and the potential-oriented perspec-
tive as the clarification of the power relationship is considered as critical in all 
mentioned fields. However, the more political-oriented understanding of human-
centricity defines a distinguishable research direction. Use cases for the political-
oriented perspective refer to labor regulations and company agreements be-
tween employers and work councils which specify the range of control for the 
work force and the technology. The perspective rather influences the use of tech-
nology and not the AI development itself. It is more related to institutional prop-
erties defined by industrial relations and can be specified by the level of protec-
tion guaranteed for the employees. 

Each basic understanding explores its own dimension for evaluating a level of hu-
man-centricity of AI in terms of (1) compensating individual weaknesses with the help 
of AI, (2) enhancing data reliability with the help of domain experts, (3) protecting indi-
vidual integrity, (4) leveraging individual potential and (5) guaranteeing individual con-
trol over AI. The introduced perspectives represent different dimensions of human-
centricity of AI and along each dimension there are different maturity levels.  
 
 
4.  Discussion and Outlook  
 

Our literature review revealed different understandings of what human-centricity of 
AI means. There are at least five dimensions which describe components of human-
centricity. The first step of analysis introduced here was important to understand that 
there are different perspectives (in different disciplines) and to realize that several 
meanings of human-centricity co-exist. Different developments take place under the 
same umbrella term. But this first step is not sufficient for drawing a comprehensive 
picture. There is a need to better understand how these perspectives relate to each 
other. Further insights are necessary to estimate whether the reliability-oriented per-
spective and the political-oriented perspective are supposed to define criteria that need 
to be fulfilled before making use of AI. In this regard reliability would define an AI-
inherent criteria, while power distribution would define an AI-external criteria. The three 
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other perspectives might indicate different fields of development which take place in 
parallel but cannot fully be harmonized as their basic assumptions of the nature of the 
human being are in contradiction to each other. This is what future research has to 
explore and discuss in more detail. Moreover, the qualitative hermeneutical approach 
of literature review presented here should be extended by a more quantitative content 
analysis which makes use of the key categories identified in this paper. Another im-
portant step is to further explore use cases and to describe them with the help of the 
five dimensions in order to validate these dimensions with respect to their capacity to 
make clear distinctions between different developments and to indicate different ma-
turity levels.  
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